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ABSTRACT

Road traffic detection and monitorization is an important
problem in object tracking. In this paper we tackle the prob-
lem of tracking vehicles that are moving along a road. We
propose a model based on foreground segmentation using
and adaptative gaussian grayscale model, with postprocessing
hole filling, area filtering and morphological closing. Then,
after a block-matching based stabilization, we use a Kalman
filter and a particle filter to detect the vehicles, with a speed
estimation based on linear regression. Our model achieves
good results both in background segmentation, with an av-
erage AUC of 0.83, and in traffic tracking, with good visual
results both in vehicle counting and speed estimation.

Index Terms— Road monitoring, Background modeling,
Background Estimation, Foreground Segmentation, Video
Stabilization, Region tracking.

1. INTRODUCTION

Detecting moving vehicles from a video source has many in-
teresting applications. Tracking a moving object in a video
sequence is not an easy task, but thanks advances in tech-
nology, and large amount on related research, several meth-
ods for solving this problem have been proposed. Due to the
scope of this paper, it is unfeasible to do an in depth review of
the state of the art in the field. A good overview of research in
urban traffic can be found in [1]. More recently, in [2], Li, X
et al. presents a good method for traffic detection and track-
ing using a particle filter. We will use a similar but simpler
approach later on.

In this paper we will try to implement Kalman filter [3]]
for object tracking, applied to road traffic. Kalman filters
for vehicle tracking have already been proposed [4] [S]. We
will implement a full pipeline for vehicle tracking: computing
a background estimation, using area filtering to improve the
results, video stabilization, and finally region tracking using
Kalman filter and speed estimation. We will also present a
different approach by using a multitracking particle filter, and
we will visually compare the results obtained between both
methods.

2. METHODS AND ALGORITHMS

Here the algorithms and methods used for each stage of our
system will be described and explained.

2.1. Background Estimation and Foreground Segmenta-
tion

To create our foreground-background segmentation system
we assume that every background pixel of the video follows
a gaussian distribution. For every pixel ¢ we will define two
values, the mean (u;) and the standard deviation (o;), follow-
ing a gaussian distribution. Every pixel is labeled as fore-
ground or background depending on the distance to the mean
of our gaussian model. The threshold is controlled by the pa-
rameter «, as seen in Algorithm We will take the first 50%
of the sequences as a training set to compute y; and o; for
every pixel.

forall the pixels i in image I do
if |Iz — ,LLZ| > % (O’i + 2) then
‘ I; — Foreground;
else
| I; — Background;
end
end
Algorithm 1: Foreground Segmentation

2.1.1. Adaptative modeling

To improve and extend our model, we implemented an adap-
tative modeling. After the initial training, our model adapts
to each frame and updates the values of the gaussians in the
pixels, following Algorithm [2] The degree of adaptation of
the model is controlled by the parameter p.

2.1.2. Stauffer and Grimson

Stauffer and Grimson model [6]] is an adaptative background
mixture model very robust to illumination changes and to
repetitive motion from clutter. The value of a pixel is modeled
as a mixture of adaptive gaussians. This method is already im-
plemented in the MATLAB Computer Vision Toolbox, so we
tried to optimize its parameters: Number of gaussians, Learn-
ing Rate and minimum background ratio.



forall the pixels i in image I do
if I; € Background then
i = p* I+ (1= p) * pis
oi = px(Ii — pi)* + (1= p) x 07
end
end
Algorithm 2: Adaptative Modeling

2.1.3. Color Extension

We can extend the system for color images by modeling the
image using one gaussian per channel and per pixel. For seg-
mentation we do an independent decision for each channel:
adaptability is independent, and a pixel is only classified as
foreground if all three are classified as foreground. We im-
plemented RGB and YUYV color spaces.

2.2. Post-processing filtering

After an initial estimation and foreground segmentation, we
apply several morphological filters and operations to improve
the results.

2.2.1. Morphological filter

We considered the following filters:

o Hole filling: After the segmentation, some of the zones
detected may have some holes of not-detected pixels.
Filling those holes should improve the results. We
tested 4-connectivity and 8-connectivity.

e Area filtering: As the objects we want to detect are
quite large, we can eliminate any connected compo-
nents smaller than a set threshold. The value of the
threshold is very dependent of the quality of the back-
ground detection.

e Dilate: In some instances, vehicles were not com-
pletely detected. We implemented a dilation, but the
resulting AUC was worse, so this method was dis-
carded.

e Close and Open: Both morphological operators were
tested. For close, the motivation was to fill some holes
that may not have been filled. And for Open, the idea
is to remove small objects that are not part of any fore-
ground object. However, opening did not improve the
results further than area filtering already did, so we dis-
carded it.

2.2.2. Shadow Removal

Foreground-background segmentations based on moving ob-
jects have the issue of detecting shadows as foreground. To

avoid that, we tried to implement the method described by R.
Cucchiara et al. [7]] and a RGS implementation described by
Elgammal et al. [8] Those methods consists in performing
a simple thresholding in HSV or RGS colorspace to remove
the shadows. Shadow removal did not offer any substantial
improvement, so we discarded it.

2.3. Video stabilization

Sometimes cameras are not stable due to human action or
natural phenomena (like wind). This instability needs to be
solved in order for our algorithms to work properly. We pro-
pose a video stabilization by motion estimation. The idea is
to compute the optical flow in order to align the frames of a
shaking video and stabilize it. As we are only dealing with
fixed cameras we will choose a window in the first frame of
the video and use it to align the rest of frames with respect to
this one.

2.3.1. Block matching algorithm

For computing the optical flow, we implement a block-
matching algorithm. We decided to implement backward
flow compensation. For the area of search, we decided on to
an area of 3 x Block_size, with the original block as center.
After further testing, we decided to have a Block_size = 16.

2.4. Region tracking and speed estimation

As the last part of our pipeline, we want to use the segmenta-
tion of the sequence obtained to track the vehicles that appear
and estimate their velocity.

2.4.1. Kalman Filter

For tracking, we use Kalman Filtering [3]. This algorithm is
widely used on signal processing. In our case it will be very
useful to soft the trajectory of our objects to track and even
to keep tracking an object when it is momentously occluded.
We use a modified implementation of a Multi-Object Kalman
Filter tracking [ﬂ

2.4.2. Speed Estimation

For vehicle speed estimation, we base our approach on the
known length of the road lines and the movement over the
image. We will use a corner of the bounding box as point to
track (in our case the bottom right corner as due to luminance
reasons, this point is more robust to shadows), and we mea-
sured the displacement on every frame. After this we need to
convert this pixel displacement to a real world length. To do

'Motion-Based Multiple Object Tracking
http://es.mathworks.com/help/vision/examples/motion-based-multiple-
object-tracking.htm]


http://es.mathworks.com/help/vision/examples/motion-based-multiple-object-tracking.html
http://es.mathworks.com/help/vision/examples/motion-based-multiple-object-tracking.html

Adjust for the highway case
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Fig. 1. Linear regression performed on the highway case.

it we use the fact that we know that the length of the discon-
tinuous lines is about 4.5 meters long. Therefore, we measure
the length of every line and we plot it against the y-position
over the image. We use a linear regression in order to adjust
it to a 2"¢ grade polynomial (see Figure . Thus, depending
on the y-position of the the car to track we apply a different
factor to transform from pixel length to meters.

2.4.3. Particle Filter

As an alternative method to Kalman filtering, we have im-
plemented a Multi-Object Particle Filter algorithm [9]. This
method was chosen because Kalman filter have difficulties to
recover an object when it have been occluded. One of the
properties of particle filter is that a lot of particles” are track-
ing the same object and when it is occluded it is easier to find
it when it reappears. We have modified a MATLAB imple-
mentation of Single-Object Particle Filter tracking to Multi-
Object (See the link below). [

3. EVALUATION AND RESULTS

In this section we will explain how we evaluate the system
and present the results obtained.

3.1. Datasets

We use three different sequenceﬂ We use the sequence
highway, a baseline sequence, fall, a sequence with dynamic
background, and traffic, a sequence with camera jitter. In
figure 2] there is an example of a frame from each dataset.

We have also recorded two videos of vehicle traffic in a
well-known highway in Barcelona, one in the morning and
one at night, from the same place. This way, we will be able
to assess and compare the different luminance conditions and
see the impact they have in our system’s performance. For
testing our velocity estimator, we have recorded a car driving
along a road, with a groundtruth of the real velocity.

2Simple  Particle  Filter http://www.mathworks.com/matlabcentral/
fileexchange/33666-simple-particle-filter-demo
Javailable in http://changedetection.net

(c) Frame from traffic dataset

Fig. 2. Example of frames from our datasets.

The training of parameters has been done in a small subset
of each dataset. For the highway, we have done the training
with frames 1050 to 1350, for fall, 1460 to 1560, and for traf-
fic, 950 to 1050. The final results will be shown on the full
sequence.

3.2. Results

For foreground segmentation, we tested the algorithms de-
scribed in section 2] The parameters used for the adaptive
model are shown in[Il The best results for each method can
be found in table[2] The comparison between methods is done
using F1-measure.

Dataset p o
Highway 0.2 2.75
Fall 0.05 3.25
Traffic 0.175 3.75
Day &
Night 0.175 4

Table 1. Table of parameters for adaptive modeling

Dataset Non- 1 japt. | S.G. RGB | HUV
adapt.

Highway || 043 0.73 0.79 0.70 0.54

Fall 0.66 0.71 0.64 0.63 0.64

Traffic 0.47 0.68 0.56 0.65 0.67

Table 2. Table of results (F1-measure) for foreground seg-
mentation

In table 3] there are the different filters applied and the im-
provement in each step(we compare AUC). For each method
in the table: Hole filling is 4-connectivity, area filtering is
230,20 and 290 for highway, fall and traffic, respectively, and
a closing of (disk,8). Each filter is applied is over the previ-
ous filter, and all the percentages are with respect to the initial
version.In figure 3] the final precision recall curves are shown.


http://www.mathworks.com/matlabcentral/fileexchange/33666-simple-particle-filter-demo
http://www.mathworks.com/matlabcentral/fileexchange/33666-simple-particle-filter-demo
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Dataset No Filt. Hole Fill Area Filt. Closing
Highway || 0.6713 (ig}:% . fﬁf% P fizgg(%) |
w o [ o,
Traffic 0.6358 (38.492;0 P f;jg% 1 J?1785 g;) |
fremee || 0o (Egi}% ) ((181?332) (+02§ .3;%)

Table 3. Table of results (AUC) for filters used

Precision vs Recall depending on o

Fall AUC 0.9446
Highway AUC 0.8050
Traffic AUC 0.7544
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Fig. 3. Precision-Recall curves for the datasets

For the results obtained with the Kalman and the particle
filter, we show the detection rate of vehicles against the real
count. The shaky sequences have been previously stabilized
by our block matching algorithm. In table [ the results for
each dataset are shown, as well as the average of the speed
for all the vehicles detected for that specific dataset and the
expected estimated speed for that road. The videos of the full
results can be found on the website of the project. In figure ]
examples of the detection are shown.

Highway | Traffic RDalt-Day | RDalt-Night
gt 31 33 14 19
n° cars 39 34 14 14
av. speed
(kmvh) 108.7 83.2 86.5 91.14
max speed ) i
(kmvh) 100-120 70-90 80 80

Table 4. Vehicles detected for Kalman Filter

4. DISCUSSION

The method that gets best results overall is the adaptive
model, over Non-adapt and Stauffer and Grimson. Regarding
color model, RGB surpass HUV, but that overall the results
does not show a clear improvement to justify using a color
model. Regarding the filtering, we obtain a net improve-
ment of more than 20% in average for our training datasets,
which is considerably large. For the tracking, the method
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(a) Kalman filter (b) Particle filter

Fig. 4. Example of Kalman and Particle filter working.

that provides a better performance is the Kalman filter. One
of the restrictions of the particle filter implemented is that
is very dependent on the foreground detection, same as the
Kalman filter. But when objects disappear Kalman Filtering
performs the best. We found that, even applying our sta-
bilization method, tracking becomes very challenging with
sequences that has a lot of jitter. The reason of that is that
jitter introduce artifacts that are interpreted as foreground by
the alghorithm. This was fixed partially by just showing the
bounding boxes that appeared more than 3 frames.

Our ’length lines’ approach to compute the speed show
really good results in almost every sequence (See again Ta-
ble d). The only problem of this approach is that will only
work with a fixed camera and is scenario dependent. That last
problem will be very difficult to solve without another 3D in-
formation. Sadly we could not use the video we recorded with
speed groundtruth as the conditions did not allow us to apply
our algorithm properly.

Regarding luminance factors we found that when the light
conditions turn darker the overall performance of the system
decreases (See again Table[d), mainly due to shadows and low
contrast.

5. CONCLUSIONS

Our results show that a Kalman filter with the described ap-
proach to calculate the velocity provides good results, both
numerically and visually. The main limitation of the model is
that it only works with a fixed camera, and with a reference
in the scene which a known length. Future work could be fo-
cused on improving the segmentation (adding a good shadow
removal) and updating the tracker to work with moving cam-
eras, as well as reducing the impact that jitter has on the sys-
tem.
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